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Abstract. Crowdsourcing generates up to thousands of ideas per contest. The selection of best 
ideas is costly because of the limited number, objectivity, and attention of experts. Using a data set 

of 21 crowdsourcing contests that include 4,191 ideas, we test how artificial intelli- gence can assist 

experts in screening ideas. The authors have three major findings. First, whereas even the best 
previously published theory-based models cannot mimic human experts in choosing the best 
ideas, a simple model using the least average shrinkage and selec- 

tion operator can efficiently screen out ideas considered bad by experts. In an additional 22nd 
hold-out contest with internal and external experts, the simple model does better than external 
experts in predicting the ideas selected by internal experts. Second, the authors develop an 

idea screening efficiency curve that trades off the false negative rate against the total ideas 
screened. Managers can choose the desired point on this curve given their loss function. The 
best model specification can screen out 44% of ideas, sacrificing only 14% of good ideas. Alter- 
natively, for those unwilling to lose any winners, a novel two-step approach screens out 21% of 

ideas without sacrificing a single first place winner. Third, a new predictor, word atypical- ity, is 
simple and efficient in screening. Theoretically, this predictor screens out atypical ideas and keeps 
inclusive and rich ideas. 
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1. Introduction 
Artificial intelligence (AI) faces exciting prospects. It is 
transforming existing business tasks to be done faster, 
cheaper, and with higher quality. Managers consider AI to 
be the most important general-purpose technology of our 
times (Brynjolfsson and McAfee 2017). AI has the 
potential to change industries just as the internet did 30 

years ago  or  electricity  did  100  years  ago  (Fü ller  et  al. 
2022). In innovation, AI challenges what has been taken 
for granted (Cockburn et al. 2019). Currently, innova- tion 
managers see the huge potential of AI-assisted 

methods (Fü ller et al. 2022) but are uncertain how it can 
help in ideation and idea screening. 

Idea generation and screening are fundamental to 

marketing success because they are the start of a new 
product (Toubia and Flores 2007). They belong to the 

“fuzzy front end,” a key point of leverage in the strategy of 

the firm (Dahan and Hauser 2001, Eling et al. 2014). 
Crowdsourcing taps diverse information sources and 

generates a high volume of ideas at low cost (Terwiesch 

and Ulrich 2009). Commercial crowdsourcing platforms 

offer ideation-related services (Luo and Toubia 2015). 

The large group of ideas includes many redundant or 

poor ideas. Thus, crowdsourcing presents a new chal- 

lenge in ideation: screening ideas to identify the best. This 

screening process can be performed by users, that is, 

contest participants, Amazon Mechanical Turk work- ers, 

or experts. Relying solely on contest participants for 

screening can be problematic because they may act stra- 

tegically. For example, participants may vote down good 

ideas that compete with their own. Using Amazon 

Mechanical Turk workers can be problematic because of 

their potentially low expertise for specialized contests. 

The more “cutting edge” a product is, the more likely 

experts are required (O’Quin and Besemer 1999). The use 

of experts is very costly because of their limited number, 

cognitive capability (Toubia 2006), attention span, or 

objectivity. A solution to this problem may be to let many 

experts each screen few ideas. Such work division may be 

effective (Toubia and Flores 2007). 
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However, this approach may still be insufficient if the 
number of ideas is very large, which is common in 
crowdsourcing. 

Any idea judged to be high quality by experts is taken to 
the next stage of development. Costs increase exponen- 
tially as ideas progress through the new product funnel 
from generation and screening to development, prototyp- 
ing,  market  testing,  and  commercialization.  Errors in 

screening can end up being very costly for firms. Urban 

and Katz (1983) gave the following justification for the 
cost of ASSESSOR, a tool they created for screening new 

products: “[It is] a screening device intended to eliminate 
product failures at a low cost ($50,000) rather than carrying 
them on to test market where they would at a high cost 

($1-2M).” Thus, 
idea screening is critical to reducing large future costs of 
new products. 

Besides the limited number of experts, their capacity to 

judge is also limited. When faced with many ideas, tedium 

sets in, and the judgment of experts may fluctu- ate or 
deteriorate. In this context, idea screening can be valuable 
as it allows experts to focus on a smaller num- ber of the 

best ideas. Any mechanism used to screen ideas carries 
type I and II errors. A type I error means wrongly selecting 

a bad idea (potential loser), whereas a type II error means 
wrongly screening out a good idea (potential winner). In 
companies, managers have no choice but to accept some 

errors. In the words of Urban and Katz (1983), “The 

manager’s task, therefore, is to set GO/NO cutoff values 

that balance these errors and maximize the firm’s 

expected profit.” This implies that tools that can aid in 
the setting of such cutoff values are of substantial value to 

managers. 
AI models may aid in screening at the idea stage of 

the new product development process when the new 
product funnel is widest. AI models (Goodfellow et al. 

2016) have several advantages over human experts. First, 
once developed, AI models are relatively low cost to 
operate. Second, they do not share internal biases or 

succumb to adverse incentives. Third, they are private, so 

firms can use them as decision aids without disclosing 
sensitive intellectual property to third parties. Fourth, 
they do not tire. Fifth, theory-based AI models are trans- 

parent and not black boxes. 
An entirely different approach is to use multiarmed 

bandits (e.g., Jamieson et al. 2015, Jain et al. 2017, Sievert 
et al. 2017, Katariya et al. 2018). This study is an early 

attempt in AI to evaluate ideas based on theory-based 

models. Theory allows for generalizability of findings to 
other data sets because it provides an understanding of 
why ideas are good or not. The models tested also have 

low data requirements: most need only the text of the 
ideas to work. In sum, the theory-based models have at 

least four advantages over bandits: they are instanta- 

neous, generalizable, low cost, and suffer no confidenti- 
ality concerns because managers and researchers do not 

have to show the ideas to outside experts for judgments. 
The last advantage is important, for example, when 

companies search for innovations of high confidentiality 
and/or high strategic performance. 

Screening is the first of three levels at which AI can help 
in ideation. Ideators are still needed for idea gener- ation 
and experts for idea selection. The second level is 
selecting the best ideas, thus bypassing experts alto- 
gether. Ideators are still needed for idea generation, but 
machines can replace humans for idea selection. The third 
level is generating the best ideas. This third level, if 
automated, would eliminate the need for ideators and 
make crowdsourcing obsolete. 

The data for our study come from Hyve, an innova- tion 
company that runs a crowdsourcing platform for idea 
generation and selection. We asked the crowdsour- cing 

platform’s director to specify a threshold of accu- racy 

that would satisfy Hyve’s clients, that is, for a useful cost 
function. He gave us two thresholds of accu- racy: screen 

out 25% of all ideas without sacrificing more than 15% of 
good ideas or screen out 50% of all ideas without 

sacrificing more than 30% of good ideas. We use Hyve’s 
two criteria to construct a reference line we then compare 

with our proposed idea screening effi- ciency (ISE) curve. 
This curve plots the false negative rate (good ideas 

wrongly sacrificed) against the percent- age of all ideas 
screened out (see Figure 1(b) and (d)). The maximal 
distance between both is the optimal screening rate. 

To identify an AI model for idea screening, this paper 

tests the out-of-sample performance of eight model spe- 

cifications for idea selection, including those from three 

previously published theory-based models: word coloca- 
tion (Toubia and Netzer 2017), topic atypicality (Berger and 
Packard 2018), and inspiration redundancy (Stephen et al. 
2016). Here, we provide a brief intuition for each theory-

based model and detail them in the “theory” sec- 

tion. The intuition of word colocation is that good ideas 
balance novelty and familiarity. The intuition of topic 
atypicality (designed for song lyrics) is that good ideas 
differ from other ideas (the typical) in the same contest. 
The intuition of inspiration redundancy is that good ideas 
come from ideators with diverse connections who pro- 
vide less redundant sources of inspiration. 

We test the models with their original predictors and 

new ones we develop. Most importantly, we test these 
models out of sample, whereas in their original exposi- 

tion, they were tested in sample. In-sample testing may 
exploit sample idiosyncrasies rather than underlying 
patterns of creativity. We use four methods for testing the 

models: the least average shrinkage and selection 
operator (LASSO), Bayesian stacking, random forest, and 

RuleFit. We also tested multiarm bandits (see Web 
Appendices 1 and 2). 

The specific goals of this paper are the following. (1) 
Asses how AI can assist managers in idea screening by 
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Figure 1. (Color online) 

 
 
 

Notes. (a) Model with three theoretical predictors: ROC curve. (b) Model with three theoretical predictors: idea screening efficiency curve. 

(c) Model with all predictors from Table 2: ROC curve. (d) Model with all predictors from Table 2: idea screening efficiency curve. 
 

studying to what extent one can replace expert evalua- 

tions with models. In particular, we compare the perfor- 

mance of three published theory-based models using out-

of-sample prediction. (2) Identify simple models and 

predictors for idea screening if any. (3) Compare out-of-

sample prediction performance of four methods: 

LASSO, Bayesian stacking, random forest, and RuleFit for 

testing models. We test the models’ performance on 21 
different real-world crowdsourcing contests con- ducted 

for large firms. The pooled data contains 4,191 ideas from 
1,467 ideators. We also test on a 22nd hold- out contest 
with internal and external experts. 
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This study has three major findings. First, whereas even 

the best previously published theory-based mod- els 

cannot mimic human experts in choosing the best ideas, a 

simple model using LASSO can efficiently screen out ideas 

considered bad by experts. In an addi- tional 22nd hold-

out contest with internal and external experts, the simple 

model does better than external ex- perts in predicting the 

ideas selected by internal experts. Second, the authors 

develop an idea screening efficiency curve that trades off 

the false negative rate against the total ideas screened. 

Managers can choose the desired point on this curve 

given their loss function. The best model specification can 

screen out 44% of ideas, sacrific- ing only 14% of good 

ideas. Alternatively, for those unwilling to lose any 

winners, a novel two-step app- roach screens out 21% of 

ideas without sacrificing a sin- gle first place winner. Third, 

a new predictor, word atypicality, is simple and efficient in 

screening. Theoreti- cally, this predictor screens out 

atypical ideas and keeps inclusive and rich ideas. These 

three findings provide 

methodological, substantive, and managerial contribu- 
tions, respectively, to the literature on ideation. The rest of 
the paper is in the following seven sections: litera- ture, 
model, data, method, results, analysis of extended data 
set, and discussion. 

 

2. Literature 
Our work relates to the literature on crowdsourcing 

(Stephen et al. 2016, Toubia and Netzer 2017, Allen et al. 

2018), in which screening large numbers of ideas can 

provide huge efficiencies. The three theoretical models of 

interest are word colocation (Toubia and Netzer 2017), 

topic atypicality (Berger and Packard 2018), and 

inspiration redundancy (Stephen et al. 2016). Table 1 

provides an overview of these original models, our 

extensions of them, and their respective intuitions. We 

first review the theory underlying these models to guide 

our research. 

 

2.1. Word Colocation 
The internet contains a large amount of freely accessible 

text. One important contribution of Toubia and Netzer 

(2017) is to show how publicly available data can be used 

to potentially automate idea evaluation. Their metrics 

access “global” information (i.e., information not specific 

to the evaluation context) to assess idea quality. To apply 

this information, for example, to eval- uate ideas, 

individuals need to categorize this informa- tion. 

Prototype theory (e.g., Mervis and Rosch 1981), which 

draws on the concept of atypicality in semantic categories 

(Rosch et al. 1976), provides a good categori- zation 

approach. 

 
2.1.1. Novelty vs. Familiarity. Many new ideas and 

concepts are the outcome of a process of combination 

and reorganization of existing ideas and concepts (Mob- 

ley et al. 1992). Innovativeness consists of reassembling 

elements from existing knowledge bases in a novel fash- 

ion (Dahl and Moreau 2002). Thereby, within an idea, a 

moderate level of incongruity between the concepts that 

make up the idea can be beneficial (Finke et al. 1992). 

Research has identified a theory about optimal levels of 

incongruity: the concept of familiarity vs. novelty (Tou- bia 

and Netzer 2017) draws on the cognitive perspective of 

innovativeness (Dahl et al. 1999, Goldenberg and 

Mazursky 2002), which asserts that evaluators rely on 

information stored in their memories to judge ideas (Tou- 

bia and Netzer 2017). When individuals perceive stimuli 

related to their knowledge, the stimuli activate their 
domain-specific schemas (Bilalic´ et al. 2008). Because of 
schema activation, Toubia and Netzer (2017) argue that, if an 
idea is too novel, its evaluation takes place largely in a 
vacuum, and the evaluator will not know how to judge it; 

if an idea is too familiar, it seems to be rather incremental— 

not new or interesting at all. Thus, experts rank highest 

those ideas that optimally balance novelty and familiarity 

based on their current knowledge. 

With modern text-mining methods, word colocation 
networks can be constructed in seconds. In a word colo- 
cation network, the vertices are words (or, technically, 
word stems or word lemmas), and edges indicate co- 
occurrence. Words that appear together more frequently 

have higher edge weights and are, therefore, “closer” to 

each other (Netzer et al. 2012). Toubia and Netzer (2017) 

use the group of edge weights in an idea to measure its 

balance of novelty compared with familiarity. A key point is 

that it is not the words that directly determine novelty or 

familiarity, but instead, the combinations of words within 

an idea. Thus, for Toubia and Netzer (2017), an idea is 

novel to the degree it contains words that typically do not 

appear together. It is familiar to the degree that it contains 

words that frequently appear together. 

Toubia and Netzer (2017) type the problem descrip- 

tion of the contest in Google and use Google Search 

results to construct a word colocation network. This 

approach implicitly assumes that Google Search results 

represent the popularity of the respective website and its 

content among the crowds because the search results are 

rank-ordered based on the activity of a very large group of 

users. Thus, a word colocation network com- puted from 

averaging over high ranking (roughly top 50) results, 

provides information on whether ideas that use certain 

pairwise word combinations are thought to con- tain a 

desirable balance between novelty and familiarity. 

 
2.2. Topic Atypicality 
Atypicality is a construct that deals with the uniqueness of 

an idea relative to a set of ideas (Berger and Packard 

2018). Besides innovativeness, the communication of an 

idea is crucial for success (Runco 1995, Kilgour et al. 
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Table 1. Intuition of Original and Extended Models 
 

Intuition of original 

approach Original approach Intuition of extension Extension 

Word colocation 

(Toubia and Netzer 

2017) 

Semantic network 

approach: 

Good ideas are 

prototypical, that 

is, they balance 

novelty and 

familiarity 

(represented by 

Google Search 

results) 

Reference corpus 

1. Enter contest title and description 

in Google Search. 

2. Take first 50 pages and read html 

code of these pages. 

3. Screen out stopwords from code 

(e.g., “the” and “and”). 

4. Lemmatize the text (only words 

remain). 

5. Build semantic network for each 

contest. 

a. Nodes: number of pages, on 

which respective word was used. 

b. Edges: number of pages, on 

which nodes connected by the edge 

occur jointly. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Topic atypicality 

(Berger and 

Packard 2018) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Semantic network 

approach: 

Ideas are better if 

they are different 

from other ideas 

submitted to the 

contest 

Idea 

1. Idea’s semantic network uses idea’s 

words and edges from the reference 

corpus. 
2. Calculation of metrics from Table 2. 

3. Toubia and Netzer’s (2017) key 

metric  rototypicality: a.Computes 

ECDFs for each 

document of reference corpus. 

b. Takes the average of those results. 

c. Compares ECDF of given idea to 

average using KS distance (KS 

distance = maximum absolute 
difference between both vectors). 

 
Implemented analogously to Berger 

and Packard (2018). 

1. LDA generates a topic model from 

corpus of ideas. 

2. LDA model output: set of linear 

equations, one for each topic, 

equation terms represent words; 

word terms’ coefficients indicate 

importance of word to topic. 

3. Topic atypicality ATA C(, i : )distance 
between idea and location of 
overall corpus in topic space. For 

topic l, idea i, reference corpus C 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
LDA extracts popular 

(common) topics 

(dimensions), for 

example, word bundles. 

LDA may miss unique 

words as “errors”; 

successful new product 

ideas tend to be novel or 

unique. Metrics that 

capture word atypicality 

may be superior. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 — Jaccard distance between 

word sets; 

WC = set of words in 

C; Wi s=et  of words 
in i; 
word atypicality: 

AWA(C, i)= 

1
 WC ∩ Wi :

 

WC ∪ Wi 

A(   C, l), T=iA 
  1  
1— | l(C) — l(i)| =(l(C)+ l(i)+ 

:001) 
:
 

 
 

 
Inspiration 

redundancy 

(Stephen et al. 

2016) 

 
 

 
Social network 

approach: 

Ideators with 

access to diverse 

Total topic atypicality, ATA C( , i i)s 
calculated by taking the average of 

each ATA(C, l, i) over topics l. 

a. Original version of clustering 

coefficient.Metric calculated on 

undirected network of comments of 

ideator n at end of the contest. 

 
 

 
The Stephen et al. (2016) 

metric for inspiration 

redundancy only 

considers network 

 
 
 

- anm indicates existence 

of link between n 

and m (one if link 

present, 

information, that is,  -  Advantage: makes use of all structure of first degree zero otherwise). 
with contacts that 

don’t talk with each 

other, submit 

better ideas. 

information at the end of the contest 

to evaluate ideas. 

- Clustering coefficient for node n in 

an undirected graph: number of 

contacts; 

operationalization by 

Burt (2004) allows us to 

- pnm (t)= anm=Nn ( t) ; 
Nn(t)is neighborhood 
of n at time t. 
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Table 1. (Continued) 
 

 
Intuition of original 

approach Original approach Intuition of extension Extension 

edges among n‘s neighbors that exist 

at the end of the contest divided by 

the number that could exist. 

- If Nn is neighborhood of n at the end 

of the contest, m and p are 

neighbors of n, emp is an edge 

between m and p, vm and vp are 

nodes for m and p, and node n has 

kn total neighbors, the clustering 

coefficient CCn is 

2 | {emp : vm,  vp ∈ Nn} | 
CC n  N : 

kn(kn — 1) 

b. Modified version of clustering 

coefficient.Metric calculated on 

consider second degree 

contacts. 

- Constraint metric 

C(i, Nn(t), t)= 

m≠ n(ρnm(t)+ 

p≠n;p≠m
ρ

np (t)ρpm (t)) . 
- measure sums across 

neighbors m of a 

node n. 

undirected network of comments of 
ideator at the point of idea submission. 

- Advantage: only considers 

information available at point of 

idea submission: no endogeneity. 

- Clustering coefficient for node n in 

an undirected graph at time t: 

number of edges among n‘s 

neighbors that exist at the time of 

idea submission divided by the 

number that could exist. 

- If Nn (t )is  neighborhood of n at time t, 
m and p are neighbors of n, emp is an 
edge between m and p, vm and vp 

are nodes for m and p, and node n 

has kn(t)total neighbors at time t, the 
modified clustering coefficient CCn at 

time t is 

MCC(n,  Nn(t),  t 2 | {emp :  vm,  vp ∈ Nn(t)} | 
:
 

)=  

 
2020). Poor communication of an idea makes it hard for 

external experts to see the idea’s merit (Simonton 1999). 

The question is whether atypicality is positively or 

negatively related to idea quality. The literature pro- vides 

evidence for both. On the one hand, some research 

suggests that, in music, a creative context, songs with 

atypical lyrics, that is, lyrics that diverge in content from a 

genre average, are more likely to become successful 

(Berger and Packard 2018) because novelty or atypical- ity 

can increase attention, evaluation, and liking (Ber- lyne 

1970, Berger and Packard 2018). If we apply this logic to 

our setting of idea screening, experts may prefer ideas that 

are atypical or differentiated from others. On the other 

hand, other research suggests that genre-typical creative 

content tends to have a higher quality (Ritchie 2001, Lamb 

et al. 2015). Evaluations are better if the com- munication is 

clear and complete (Dean et al. 2006); includes a lot of 

details (Durand and vanHuss 1992); or is elaborated, that is, 

understandable, complete, and contains 

kn(t)(kn(t) — 1) 

 
many elements (Besemer and Treffinger 1981). The link is 

that completeness assists comprehension, which leads to 

higher judgments of the idea (Sukhov 2018). Research in 

ideation finds that, if ideators independently come up with 

similar ideas to a given problem, these typical ideas tend to 

be better. The reason is that these less atypical, that is, 

more common, ideas may indicate a widely held need, 

which indicates market acceptance of the innova- tion; 

this leads to the fact that more typical ideas tend to have a 

higher value (Kornish and Ulrich 2011). 

 

2.3. Inspiration Redundancy 

The key idea of interconnectivity is to consider the influ- 

ence on the ideator through a network. If ideas submitted 

to crowdsourcing contests are visible to other participants, it 

can inspire and potentially influence them (Wooten and 

Ulrich 2019). The network structure that surrounds idea- 

tors can provide information about the redundancy of 
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their inspirations, which, in turn, influences the quality of 
the ideas they submit (Stephen et al. 2016). 

If the ideator’s network neighbors are not connected to 

one another, ideators receive independent inspira- tions. 

In contrast, if the network neighbors are con- nected, they 

also influence each other, and ideators receive similar, 

redundant inspirations (Burt 2004). Ste- phen et al. (2016) 

name the following reasons why higher redundancy leads 

to lower quality ideas: (1) a decreasing size of the set of 

neighbors’ ideas that serve as inspirations when ideating 

may lead to decreasing innovativeness, (2) idea redundancy 

could stifle individ- ual innovativeness because it interferes 

with psychologi- cal mechanisms such as fixation (Bayus 

2013) involved in processing others’ ideas, and (3) the 

recurrence of an idea operates as a proof signal. These 

mechanisms may lead to similar ideas and a decrease in 

variance of idea quality in the contest. However, a high 

variance of idea quality is desirable because it increases 

the likelihood of finding a few outstanding ideas 

(Terwiesch and Ulrich 2009). Thus, high interconnectivity 

may relate negatively to idea quality. 
 

3. Theoretical Models 
This section describes how we operationalize the three 

it is easier to make sense of word lemmas than word 

stems. The impact on downstream performance is likely to 

be very small, but lemmatization may be slightly better 

(Balakrisnan and Lloyd-Yemoh 2014). 

 
 

3.1.2. Word Colocation. We apply the work of Toubia and 

Netzer (2017), which uses several metrics computed from 

the words used to describe an idea. The main building 

blocks for these various metrics are word fre- quencies 

and Jaccard indices. Both word frequencies and Jaccard 

indices require a reference corpus and a word colocation 

network to be computed. As men- tioned, Toubia and 

Netzer (2017) introduce a novel ref- erence corpus 

consisting of the first 50 Google results when the ideation 

topic is entered as a search term. The word frequencies 

are simply the number of times each word in the idea 

appears in the reference corpus. The Jaccard index, 

computed on a word pair, is the intersec- tion over the 

union of documents containing the respec- tive words in 

the pair. Here, the word “document” refers generally to a 

body of text. In practice, the researcher specifies the 

documents. If j and k are words and Dj and Dk are sets of 

documents containing them, respectively, then the Jaccard 

index between j and k is 
theoretical models: word colocation, topic atypicality, ( 

D
∩ 

D 
 

 

 
 

and  inspiration  redundancy.1   Two  of the  theoretical J j, k)= j k
 : (1) 

models apply to the text of ideas, and the third one is j k 

based on the ideator’s commenting network. Each theo- 

retical model provides a key metric: the Kolmogorov– 

Smirnov (KS) distance (to measure word colocation; 

Toubia and Netzer 2017), peer deviation latent Dirich- let 

allocation (LDA) (to measure topic atypicality; Berger and 

Packard 2018), and clustering coefficient (to measure 

inspiration redundancy; Stephen et al. 2016). 

 

3.1. Text Mining 
Text mining (Netzer et al. 2012, 2019; Berger et al. 2020) 

has become increasingly popular as a tool because it helps to 

detect patterns in large unstructured text corpora, by 

which one can generate knowledge about consumers 

(Wedel and Kannan 2016, Matz and Netzer 2017). 

 
3.1.1. Text Preprocessing. In each case, we prepare the 

text by eliminating “stopwords” or words that appear 

extremely commonly (e.g., “the” and “and”). We run a 

process called lemmatization, which stands in place of the 

traditional approach of stemming. Whereas stemming 

simply truncates words to reduce duplicates of the same 

word, lemmatization attempts to remove inflectional end- 

ings and reduce words to a base dictionary word. Word 

stems are not always words, whereas word lemmas 

always are. We chose lemmatization over stemming 

mainly for convenience in working with the text because 

For example, if the documents are “one two three,” “one 

two,” and “one,” then the Jaccard index between the 

words “one” and “three” is 1/3 because one docu- ment 

contains both, whereas all three contain at least one of 

the two. With the Jaccard indices and the word 

frequencies from each idea, Toubia and Netzer (2017) 

construct several metrics: the average, max, and min word 

frequency of an idea; the average max and min Jaccard 

indices from an idea; the coefficient of variation of word 

frequencies; and the coefficient of variation of Jaccard 

indices. A key metric is the KS distance, which is created 

by first computing empirical cumulative distri- bution 

functions (ECDFs) for each document of a refer- ence 

corpus, taking the average of those results, and then 

comparing the ECDF of a given idea to the average using 

the KS distance. The KS distance is the maximum absolute 

difference between two vectors. Toubia and Netzer (2017) 

show that the KS distance, their metric to balance novelty 

and familiarity, relates negatively to idea quality even 

after controlling for other word- derived metrics. Because 

Jaccard indices measure how often word pairs are 

collocated, we view the KS distance as capturing the idea’s 

word colocation. 
Using each reference corpus, we compute the metrics 

used in Toubia and Netzer (2017): the mean, min, max, 

and coefficient of variation for both Jaccard indices and 
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word frequencies of each idea and the KS distance for 

each idea. 

ATA C, l, i over topics l. Mathematically, if Nl is the number 
of topics, 

3.1.3. Topic Atypicality. This model is developed in the 

spirit of Berger and Packard’s (2018) model of content 

 
ATA(C, i)= 

lATA(C,  l, i) 
: (4)

 

Nl 

atypicality. Their application is further removed from our 
ideation context compared with the other two theory- 
based models: they study innovativeness in a music set- 
ting. The dependent variable is song popularity. Berger 
and Packard (2018) use LDA to generate a topic model 

from a corpus of song lyrics. LDA “is a three-level hierar- 
chical Bayesian model, in which each item of a collection is 

modeled as a finite mixture over an underlying set of 

topics. Each topic is, in turn, modeled as an infinite mix- 

ture over an underlying set of topic probabilities” (Blei 

In addition to topic atypicality, we develop a new metric, 
word atypicality AWA. This metric counts the number of 
words in common between an idea and a reference cor- 

pus C divided by the total vocabulary size of C and 
deducts this value from one. The intuition of word atypi- 

cality is that it identifies ideas with unique words; ideas 
with many unique words have higher values of word 

atypicality. Ideas that do not contain unique words have a 
score of zero. Mathematically, word atypicality is 

WC ∩ Wi 

et al. 2003). In other words, LDA views topics as having a 
relationship with individual words: some words are 

AWA(C, i )= 1 

— 
WC ∪ Wi 

, (5) 

likely or unlikely to appear for certain topics. A common 
representation for LDA model outputs is a set of linear 
equations, one for each topic, in which the equation terms 

represent words. Each word term has a coefficient indi- 
cating the importance of that word to the topic. These 

equations can be inputs into operations. Specifically, a 
topic score can be computed for a document by applying 
the model weights against each word in the document. 

Thinking of the topics as coordinates, each document can 

be imagined as having a “location” somewhere in topic 
space. In our case, we create an LDA model for the entire 
set of ideas in a contest and compute its topic location by 

applying the LDA weights to its vocabulary. Then, for each 
idea, we compute the distance between it and the 

location of the overall corpus in topic space. 

Berger and Packard (2018) use Ireland and Penneba- 

ker’s (2010) style-matching formula to measure dis- tance, 
and it is sensitive to the degree of deviation within each 

topic. Define the “topic function,” l, as a mapping from a 
collection of words into a particular topic. For LDA 
models, each topic function is simply a weighted average 

of indicator variables for specific words. Ideas are 
represented by i with reference corpus 

C.  Then,  for  a  single  topic,  l,  the  topic atypicality 

ATA(C, l, i) is given by 
1

 
 

 

which is simply one minus the Jaccard index between 
the word sets. In realistic settings, Wc is a much larger 
set than Wi, which tends to make the second term small. 

This means that word atypicality, in turn, is often near 
one. 

Two relevant differences distinguish word atypicality 

from topic atypicality. First, word atypicality is at the level 

of words, whereas topic atypicality is specified at the topic 
level. Topics in LDA come from general pat- terns in the 
corpus and so are less sensitive or insensitive to unique 

words. Unique words may well fall into less meaningful 
topics or be screened out altogether from the analysis. 

Word atypicality, on the other hand, is exclusively 
sensitive to unique words. The second dif- ference is that 

word atypicality measures deviations as binary; either a 
word overlaps or does not. Topic atypi- cality measures 
the degree of deviations as a continuous distance. Topic 

atypicality is sensitive to the number of times a particular 
word is used, whereas word atypical- ity is not. This 

feature may mean that topic atypicality is susceptible to 
noisy outliers, which use certain words with high LDA-
topic weights, whereas word atypicality would not be. As 

word atypicality ends up featuring centrally in the 
important results, Web Appendix 3 pro- vides some 

examples that facilitate its understanding. 

A C, l, i 
TA 1— | l(C) — l(i)| =(l(C)+ l(i)+ 

:001) 

: (2) 
3.2. Network Metrics 

If Wi is the set of words in i and nl indexes topics, then 

the topic function l(i) is given by 

Recent work uses social network data to study innova- 

tiveness in ideation (Stephen et al. 2016, Godart and 

l(i)= 
P 

γn (Wi) 
l 

 

n γn 
(Wi) 

Galunic 2019). We explain the two metrics developed 
: (3) using networks. 

Each γn (Wi ) is a posterior parameter measuring one 
topic probability conditional on the set of words Wi. The 
posterior distribution of γn is conditional on Wi, so it 
depends not only on the different words in Wi, but also 
how frequently each occurs.2 For details, see Blei et al. 
(2003) and Hoffman et al. (2010). The total topic atypical- 

ity, ATA(C,  i), is calculated by taking the average of each 

P 
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3.2.1. Inspiration Redundancy. This model is inspired 
by Stephen et al. (2016). For each ideator, we create a 
network in which nodes are ideators and links are 
com- ments. If one ideator makes a comment on 
another idea- tor’s idea, those two ideators are 
connected. Otherwise, 

they are not connected. Using this network, we 

compute the clustering coefficient (Watts and 

Strogatz 1998) for 
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each ideator. The clustering coefficient for a node n in an 

undirected graph is the number of edges among n‘s 
neighbors that exist divided by the number that could 
exist. If Nn is the neighborhood of n, m and p are neigh- 

bors of n, emp is an edge between m and p, vm and vp are 
nodes for m and p, and node n has kn total neighbors, the 

original clustering coefficient CCn is 

innovativeness, connections between concepts, people, or 

facts that are not typically connected have higher poten- tial 

for novelty. 
Let anm indicate the existence of an outgoing link from n 

to m, so it equals one if ideator n commented on m’s idea 

and zero otherwise. Then, define ρnm(t)= anm= Nn(t), 

where Nn(t) is the neighborhood of n at time t just 

CC(n, N 2 |{emp : vm,  vp ∈ Nn}| (6) as earlier. Then, the constraints metric is 

n) = k n(kn — 1) X X 
!2

 

Because the unit of analysis is ideas, we then apply the 

clustering coefficient of each ideator to all the ideator’s 

ideas. This clustering coefficient is computed for the 

C(i, Nn(t), 

t)= 

 
m≠n 

ρnm(t)

+ 

 
p≠n;p≠m 

ρnp(t)ρpm(t) : 

(8) 

group of comments at the very end of each contest. We 

view the clustering coefficient as measuring the idea- 

tor’s inspiration redundancy because it captures the 

degree of connectivity of each ideator’s subcommunity. 

Because comments reflect the information present in the 

network surrounding an ideator, the clustering coeffi- 
cient measures the diversity of information around the 
ideator. Stephen et al. (2016) show in their context that 

higher clustering coefficients relate negatively to idea 
innovativeness as judged by consumers. The reason is that 
high clustering indicates that the inspiration sources in that 
area of the network are less diverse. This original version 

of the clustering coefficient is calculated at the end of the 
contest but prior to idea evaluation by the experts. 
Thereby, it makes full use of all information available at 

the point of evaluating the ideas at the end of the contest. 
From a managerial perspective, it is feasible to implement 
(in fact, it is the simplest approach), and it has the 

potential to predict well. 
This original approach to calculating the clustering 

coefficient may be subject to endogeneity because it con- 
siders information that is available after idea submission.3 To 

address this limitation, we implement a modified ver- sion 

of the clustering coefficient, which considers infor- 

mation available only until the time of submission and 

only uses outdegree. If Nn( t) is the neighborhood of n at 
time t, m and p are neighbors of n, emp is an (outgoing) 
edge between m and p, vm and vp are nodes for m and p, 
and node n has kn(t)total neighbors at time t, the modi- 

fied clustering coefficient MCCn at time t is 
2 |{emp :  vm,  vp ∈ Nn(t)}| 

This metric sums across neighbors of a node n. For each 

(outgoing) neighbor m, the constraints metric for node n is 

larger if n and m have many neighbors in common. The 

metric is also larger if n has fewer connections. We 

expect this metric to be negatively related to idea quality 

as larger values indicate that node n has fewer connec- 

tions and connects fewer groups of otherwise uncon- 

nected nodes. 
 

4. Data 
4.1. Data Source and Context 
Our data consists of 21 different crowdsourcing contests 
that a crowdsourcing platform, Hyve, conducted for large 
corporate clients. Web Appendix 4 provides an overview 

of the contests. The client firms were Frank- furt Airport, 
Lufthansa, MasterCard, Deloitte, Telekom, Vodafone, 
Zeiss, Volkswagen, and DHL. Typically, both Hyve and its 
clients recruit ideators by public announce- 

ments and privately contacting past ideators. The contest 

usually answers one specific question and runs for a lim- 

ited time, between 30 and 80 days, with an announced 

deadline. All contests are idea-generation contests that 

search for innovative ideas about future products, ser- 

vices, or business models. We only use data from contests in 

which the ideas are verbally described. This excludes 

another popular form of contest, design contests (cf. Allen 

et al. 2018). The contests run on the same platform and 

offer social networking functions: ideators can exp- lore, 

evaluate, and comment on the ideas of others. The 

platform does not allow formal collaboration. The  idea 

MCC(n, Nn(t), t)= 
kn(t)(k n(t) — 

1) 

: (7) evaluation occurs in three stages: experts rate all ideas, 
experts select a shortlist of ideas to be presented to the 

We also use the constraints metric (Burt 2009). This met- ric 
is used to measure the popularity of cultural elements in 

fashion (Godart and Galunic 2019). The clustering 

coefficient only considers information from the direct 
neighbors, but the constraints metric also considers sec- 

ond order neighbors (i.e., neighbors of neighbors), which is 
particularly helpful in the context of sparse networks early 

in the contests. The constraints metric reflects the value 

of a particular node as a “bridge” between nodes that are 

otherwise rarely bridged. In the context of 

: 
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jury of client’s managers, jury selects winners. 

4.1.1. Expert Ratings. After the contest is over, 

experts on the topic, usually from the client company, 

evaluate all ideas on a five-point scale. 

4.1.2. Experts’ Shortlist of Ideas. Next, based on their 

own evaluations, the experts build up a shortlist of 12 

to 30 ideas. Usually, the experts’ top-rated ideas 

make the 

shortlist. However, if one expert likes a specific idea 
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well, the expert can discuss it with other experts; if those 

do not oppose, such an idea can additionally make the 

shortlist. All shortlisted ideas usually receive at least a 

small prize or some formal recognition. 

 
4.1.3. Jury’s Selection of Winners. Finally, the shortlist of 

ideas as well as a contest overview is presented to a jury 

of 5 to 10 members, which usually consists of the client’s 

top executives, experienced innovators, profes- sors, or 

consultants on the topic of the contest. The jury 

selects winners in one of two ways. Either the jury 

members individually vote on the ideas using a score- 

card tailored to specific innovation criteria and a sim- ple 

aggregation determines the winners or the jury jointly 

selects the winners in a discussion. In addition to the 

ideas proposed by the experts, jury members have the 

option to pick and evaluate any idea from the contest in a 

discussion session. 

 
4.2. Dependent Variable and Predictors 
This section provides a description of the dependent and 

independent variables. 

 
4.2.1. Dependent Variable: Success. The dependent 

variable is success. We consider an idea a success if it 

makes the experts’ shortlist. We choose this shortlist as 

the success metric for three reasons: 

First, every shortlisted idea receives some prize or 

formal recognition, which means a reward. We con- sider 

receiving rewards to be an indication of success. 

Second, in private discussions, managers of Hyve 

stated that they have a high degree of confidence in the 

shortlist but not in the winner. 

Third, the juries select very few winners relative to the 

many ideas. Ten contests had a total of 12 winners; some 

contests had more than one winner. Such a rare event in 

the dependent variable results in a low vari- ance, which 

models typically cannot capture in a mean- ingful way. In 

contrast, the experts’ shortlists consist of up to 30 ideas 

and, thus, are a richer dependent vari- able than the jury’s 

winners. So we code shortlisted ideas as one and other 

ideas as zero. 

4.2.2. Predictors. Table 2 lists the independent vari- 

ables, which we explain as follows. 
The three theoretical models have sets of metrics, 

which we include as predictors in our model specifica- 
tions. Word colocation yields these predictors: max, min, 

mean, and coefficient of variation for Jaccard indices and 

node frequencies along with the Kolmogorov–Smirnov 
distance. Based on topic atypicality, we develop a predic- 
tor, word atypicality. The reference corpus for both is the 

set of other ideas in the same contest as the focal idea. We 
also create a variant of word atypicality in which the ref- 
erence corpus is the Google Search results. The inspira- 

tion redundancy model yields these predictors: ideator 

degree, clustering coefficient, and Burt’s constraints 

metric. 

Our goal is to screen ideas out of sample, in which out of 

sample refers to estimating on 20 contests and predict- ing 

on the 21st. Because each out-of-sample prediction task 

involves a single contest, any contest-level variables are 

constant across ideas. In other words, contest-level 

predictors cannot distinguish between ideas within a 

contest. Therefore, we do not include contest-level vari- 

ables. Because we need to control for differing numbers of 

shortlisted ideas and total ideas across contests, we 

include the ratio of shortlisted ideas to total ideas in each 

contest as control. This variable is not absorbed in the 

global intercept, and it  is  usable for out-of-

sampleprediction. 
Despite spending months comparing numerous mo- 

dels and methods, we only present the coefficients of two 

models in Section 6. First, for consistency with prior 

literature, we present the results of a model that only 
contains the three original predictors based on the litera- 
ture. Second, we present the results of a model that con- 
tains all predictors from Table 2. 

 

5. Method 
Inspired by these theoretical models, we test eight model 

specifications, using 14 predictors and four meth- ods, on 

4,191 ideas from 21 contests. The eight model 

specifications include predictors from each of the theo- 

retical models, both alone and separately, along with 

some new predictors developed here. 
 

Table 2. Comprehensive List of Predictor Variables in Various Models 
 

Source Variables Computed from which data? 

TN Mean, min, max, and coef. of variation of Jaccard indices between word pairs Google Search 
TN Mean, min, max, and coef. of variation of node frequencies Google Search 

TN Kolmogorov–Smirnov distance from Toubia and Netzer (2017) Google Search 
BP Word atypicality All ideas from the same contest 
BP Topic atypicality All ideas from the same contest 
SZG Degree Comments network 

SZG Modified clustering coefficient (a.k.a. transitivity) Comments network 

SZG Constraints (Burt’s metric) Comments network 

Notes. TN, Toubia and Netzer (2017); SZG, Stephen et al. (2016); BP, Berger and Packard (2018). 
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The three models discussed earlier each have one cen- 

tral predictor. Word colocation has the Kolmogorov– 

Smirnov distance (Toubia and Netzer 2017), inspiration 

redundancy has the clustering coefficient (Stephen et al. 
2016), and topic atypicality has the latent Dirichlet alloca- 

tion topic distance from Berger and Packard (2018). We 
develop a new predictor called word atypicality, inspired by 
topic atypicality. We use word count (number of words in 

an idea, including stop words) as a naïve bench- mark 
(Kornish and Jones 2021). We use additional pre- dictors 

that were either originally included as controls in the 
papers publishing the three theoretical models or 
extensions of those theoretical models. Fourteen predic- 

tors appear in at least one model specification. Table 2 

inner loop uses cross-validation to set the LASSO penalty 

parameter, which controls parsimony. This inner loop 

cross-validation operates on 20 contests. The inner and 

outer loops connect through the tuning parameter: for 

each holdout contest in the outer loop, a corresponding 

inner loop is used to find the best setting of the tuning 

parameter (on the nonholdout contests) and make pre- 

dictions for the holdout. Web Appendix 6 describes this 

cross-validation procedure step by step. 

 
5.2. Receiver Operating Characteristic (ROC) 

Curve and Idea Screening Efficiency Curve 
5.2.1. ROC Curve and Area Under the ROC Curve. Re- 
moving “bad” ideas requires a high degree of sensitivity 

shows all 14 predictors. The eight model specifications 
are composed of various 

(in the technical sense: TP
 

TP+FN ; TP = true positives, FN = 

combinations of predictors. Three specifications have one 
predictor, which is the central predictor from the three the- 

oretical models. A separate model specification uses all 
three. Word atypicality with two different reference cor- 
pora (ideas from the same contest and Google Search) and 

word count add three more model specifications. The final 

model specification includes all 14 predictors. 

Overall, we train (fit) each model specification on 20 
contests and determine performance on the one contest 

held out. So we have 21 iterations for each model specifi- 
cation and method. This testing amounts to 588 runs (21 

contests×7  specifications  ×4  methods).  For  predictive 
rigor, all our testing is out of sample and cross-validated. 

 

5.1. Model  Specification,  Fitting,  and  Prediction 

For all model specifications, the dependent variable is 
binary whether an idea is on the shortlist or not: 

false negatives) in order not to accidently remove “good” 

ideas. The main criterion for predictive accuracy out of 

sample is the ROC curve. The ROC curve is com- monly 

used in the computer science and information systems 

literatures. It plots the false positive rate (x-axis) versus the 

true positive rate (y-axis) for values between zero and one. 

(See Figure 1(a) and (c)). Our main criterion of predictive 

accuracy out of sample is the area under the ROC curve 

(AUC). It provides information on the good- ness of fit of 

the model, whereby 0.5 indicates not better than random, 

whereas higher values indicate increasing levels of the 

model’s goodness of fit. AUCs between 0.7 and 0.8 

indicate acceptable fit, AUCs above 0.8 excellent 

fit (Hosmer and Lemeshow 2013). 

5.2.2. Idea Screening Efficiency Curve. In idea screen- 

ing, Hyve’s clients previously had to choose ex ante 

yi = 
1 if idea i is shortlisted 

0 otherwise: 

whether they wanted to minimize false negatives (retain 
(9)  all good ideas), which comes at the cost of high screening 

effort (potentially very high) or to screen out false posi- 

The models vary in specification, depending on which set 
of the 14 predictors from Table 2 are used. The pre- 
dictors are characteristics of ideas, ideators, and con- 

tests. We do in-sample fitting to estimate the relative 

standardized coefficients and out-of-sample fitting to 
ascertain relative performance of models. 

To find the most parsimonious set of predictors, we use 
LASSO, a statistical and AI method (Tibshirani 1996; see 

also Rafieian and Yoganarasimhan 2021). LASSO has robust 
performance across many entirely different set- tings 
(Abadie and Kasy 2019). This feature makes LASSO 
appealing for our context because we need predictor 
variables that are robust across contests on varying topics for 
entirely different clients with distinct judging panels. Web 
Appendix 5 presents details on LASSO. 

Here, we briefly summarize the procedure used to fit 
the models. We use outer and inner cross-validation 

loops. The outer loop consists of three steps: designate 
one contest as the holdout, train the model on the remain- 

ing 20 contests, make predictions for the holdout. The 
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tives (bad ideas), which may come at the sacrifice of 

elim- inating some good ideas. Thereby, the exact 

preference differed between clients. As an additional 

flexible crite- rion,  we  develop  the  idea  screening  

efficiency curve, 

which we plot against the threshold of acceptable 

perfor- mance provided by Hyve’s director. This was 

done to screen out 25% (50%) of bad ideas without 

sacrificing 

more than 15% (30%) of good ideas. The ISE curve is a 

plot of the percentage of all ideas screened out on the 

x- axis against the false negative rate on the y-axis (see 

Figure 1(b) and (d)). The ISE curve has the same shape as 

the ROC curve (though rotated 180◦) but is presented 
with axes that are more directly interpretable within 
the context of our problem. The false negative rate is 

1 
— 

sensitivity 
=

 FN 
: (10) 

FN TP 

In words, it is the percentage of shortlisted ideas that 

are falsely predicted to be nonshortlisted ideas. 
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The ISE curve is a flexible tool that provides informa- 
tion about all possible trade-offs between any given 
reduction in screening effort (ideas) versus the respective 

sacrifice of good ideas. This stands in contrast to methods 
such as rare events logistic regression (King and Zeng 

2001), which applies alternate cutoffs for binary classifica- 

tion when the distribution of positives and negatives is 
unbalanced. Because the ISE curve plots the results of all 
possible cutoffs, any decision maker can choose the cutoff 
that optimizes the trade-off between false negatives and 
all ideas screened. Beyond crowdsourcing, this ISE curve is 
useful for any predictive exercise with high imbalance 
between positives and negatives, in which decision 
makers differ in their loss functions. It provides a simple 
elegant visual to trade off false negatives and positives. 
Such prospects could be ideas, potential consumers, 
potential new products, or proposals. 

5.3. Reference Methods 
We also test LASSO against three other methods pro- 
posed by or inspired by the reviewers: random forest, 
RuleFit, and Bayesian stacking. As with Lasso, random 

forest (Breiman 2001) generally performs well on tabu- lar 

data and resists overfitting. RuleFit (Friedman and 
Popescu 2008) is a combination of random forest and 
LASSO. Bayesian stacking (Yao et al. 2018) constructs a 

weighted average across different models. Details of each 

of these methods are in Web Appendices 7–9. 

6. Results 
Our summary results are the following. First, current 
models are unable to replace humans in selecting the best 
ideas. Second, however, these models do an excellent job 

in screening bad ideas, reducing experts’ tedium and 
enabling their focus on the best ideas. Third, the authors 

develop an idea screening efficiency curve that relates the 
false negative rate of good ideas screened out with the 
rate of ideas screened. Managers can choose the desired 

point on this curve for optimal idea screening. For 

example, the best model specification can screen out as 

much as 44% of bad ideas, sacrificing only 14% of good 
ideas. A two-step model screens out 21% of the worst 

ideas without sacrificing a single first place winner. Fourth, a 

new predictor, word atypicality, is simple and efficient in 
such screening. Theoretically, this predictor screens out 
atypical ideas and keeps inclusive and rich ideas that 

experts rated high. Word count is simpler but 
does not  perform as well, is easy to game, and  may  be 

21 sets of coefficients, one for each contest held out.) To 
control for contest heterogeneity when pooling contests, 
we also include the percentage of shortlisted ideas of 

each contest (% Shortlisted). This control is different for 
each contest but the same for each idea within a contest. 

Table 3 shows the standardized coefficients of the 
LASSO logistic regression estimated in sample for the 

pooled 21 contests. The model specification includes the 
three theory-based predictors. LASSO retains all three. 
This result means the three are complementary, each 
capturing one unique dimension of the innovative- ness of 

an idea. The largest standardized coefficient is on 

the clustering coefficient with a value of —0.19. The next 
largest is on the Kolmogorov–Smirnov distance calcu- 
lated on the Google reference network with a value of 

—0.08. The third is on topic atypicality with a value of 

—0.07. Notably, the signs of the first two coefficients are 
in the direction predicted by their original theory. How- 
ever, the sign for the third, topic atypicality, is opposite 
to that in the original application (music). The reason may 
be due to different dependent variables (attention- 
getting versus creative) and contexts (music versus idea- 
tion). In music, novelty is most attention-getting, and so 
the most atypical song is rated highest (sign is positive). In 
ideation, the most  detailed and comprehensive  idea 

(most inclusive or “typical”) is rated highest. 

6.1.2. Out-of-Sample Predictive Performance. For pre- 

dictive rigor, we test the same model specification with 
the three theory-based predictors out of sample with 
cross-validation. Web Appendix 6 explains our method for 

out-of-sample predictions. Figure 1(a) shows that the AUC 
of the ROC curve has a value of 0.72. Thus, the three 

original predictors from the theory-based models jointly 
reach a threshold that is generally considered to be 
acceptable. 

Next, we test the model specification with all 14 pre- 
dictors from Table 2. Importantly, LASSO retains only 
word atypicality as a predictor in all 21 contests, some- 
times complemented by another predictor. Web Appen- 

dix 10 contains some additional information about the 
performance of word atypicality. Figure 1(c) shows the 

out-of-sample ROC curve. The AUC is 0.73, which is a 

 
 

Table 3. Variables Retained by LASSO (in Sample) 
 

 

Standardized 

misleading as a metric (Kornish and Jones 2021). 
Source Variable name coefficient

 

Detailed results follow. 
 

6.1. AUC: Results 
6.1.1. In-Sample Estimates of Coefficients. To appreci- 

Intercept 

SZG Original clustering coefficient TN

 Kolmogorov–Smirnov (Google) 
BP Topic atypicality 

—3.50 

—0.19 
—0.08 

—0.07 

ate effect sizes of coefficients, we first test in sample the 

specification that includes only three theory-based pre- 

dictors, pooling all 21 contests. (Out-of-sample tests yield 

Control Percentage shortlisted (contest level) 0.10 

Notes. Input: Variables inspired by original models. DV: Shortlisted 
(yes/no). TN, Toubia and Netzer (2017); SZG, Stephen et al. (2016); BP, 
Berger and Packard (2018). 
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little over the value above of 0.72 even though it (usu- 

ally) contains only one predictor. This result has two 

important implications. One, that the new predictor we 

develop, word atypicality, is more powerful in predic- 

tion than any other predictor, singly or in combination. 

Two, word atypicality encompasses the predictor capac- 

ity of all three theory-based predictors. 

 
6.2. LASSO’s Comparison  with  Other  Methods 

We next compare these out-of-sample results with 

LASSO to results using three other methods, RuleFit, 

random forest, and Bayesian stacking, for the model 

specification that includes all 14 predictors. Web Ap- 

pendices 7–9 provide some additional information on 
modeling and key results. Random  forest has an AUC  of 
0.69, RuleFit of 0.70, and Bayesian stacking of 0.72. 
Overall, LASSO does better than the other three meth- 

ods.  Also,  the  optima  of  the  idea  screening efficiency 

curves for random forest, RuleFit, and Bayesian stack- ing 
exceed the performance threshold from Hyve by smaller 
amounts. 

Recall that Bayesian stacking is an ensemble that cre- 
ates a weighted average of models. Bayesian stacking 

finds the weights of each model by using leave-one-out 

cross-validation. In the case of Bayesian stacking, we tried 
creating ensembles from many different models formed 
by selecting random subsets of predictors. The best 

configuration we find is an ensemble over three model 

specifications. Model specification 1 uses the KS distance 

from word colocation and the clustering coeffi- cient from 

inspiration redundancy as predictors, model specification 

2 uses word count alone, and model speci- fication 3 uses 
topic and word atypicality. The combination of the 

predictions from these three model specifications via 
Bayesian stacking reaches an AUC of 0.72. These results 

compare with LASSO’s AUC of 0.73. 

 
6.3. Optimal Screening Rate on the Idea 

Screening Efficiency Curve 
Figure 1(b) shows the ISE curve Figure 1(b) shows it for 

the model specification with the three theory-based 

predictors. Figure 1(d) shows it for the model 

specification with all predictors from Table 2. The green 

dotted line shows the managerial  threshold given by 

Hyve: screening 25% of all ideas without losing more than 

15% of good ideas or screening 50% of ideas without 

losing more than 30% of good ideas. In Figure 1(b) and (d), 

Hyve’s standard is met anywhere the solid curve falls 

below the dotted line, and the 

optimum point is when the curve is maximally below the 

dotted line. 

Table 4 shows the optimal screening rate for all eight 

model specifications. For our data and the model speci- 

fication with all predictors, the best performance screens 

out 44% of all ideas at the cost of sacrificing only 14% of 

good ideas. This result exceeds Hyve’s standard and 
indicates that our model can provide a substantial 
reduction in experts’ workload. 

The code to run this model is in Web Appendix 13. 

 
6.4. Theory-Based Predictors and Word 

Atypicality: Substitutes or Complements? 

Preliminary results based on Section 6.1 indicate that the 

three theory-based predictors tend to be complementary, 

but that word atypicality tends to encompass all three. We 

analyze the intersection of sets of ideas predicted by various 

predictors at the top and the bottom to further explore 

complementarity. For this purpose, we use a method, new 

to marketing, called the super exact test for efficient testing 

of multiset interactions (Wang et al. 2015). This method 

allows for testing the statistical significance of the size of 

overlap between multiple sets. For each pre- dictor, that is, 

the three theory-based predictors and word 

 
 

Table 4. Out of Sample: Eight Model Specifications 
 

Dependent variable 

 
Predictors in various models 

Shortlist 

Optimal screening rate/% of good ideas 

screened out at optimal screening rate 

Winner 

Percent screened before 

losing winner, %a 

Word colocation only (TN original) 28/08 15 
Topic atypicality only (BP original) 29/11 12 
Inspiration redundancy only (SZG original) 24/09 10 
Word atypicality only (this study) 40/13 12 
Word atypicality (Google) 40/14 15 
Word count only (naïve) 40/15 13 
Model with three theoretical predictors 35/13 14 

(word colocation, topic atypicality,   
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inspiration redundancy) 

Model with all predictors (see Table 2) 44/14 12 

Note. TN, Toubia and Netzer (2017); SZG, Stephen et al. (2016); BP, Berger and Packard (2018). 
aAfter accounting for percentage of winners in contests. 
**AUC of all models > 0.7; even small differences in AUC translate to substantial differences in screening rate, which is the 

managers’ prime concern. 
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Table 5.  Overlap Between  Model’s  Predictions of Top 25% and  Screening of  Bottom 25%; Expected  Overlapby Chance: 6.25% 

   

Top 25% of ide 
 

as predicted by each mod 
 

el/bottom 25% of ideas predicted by each model 

  1. Word colocation 2. Topic atypicality 3. Inspiration redundancy 4. Word atypicality 

 1. Word  colocation 
2. Topic atypicality 

 
7.4*/6.6 

  

 3. Inspiration redundancy 

4. Word atypicality 

5.4/7.4* 

10.4*/12.6* 

5.3/5.4 

9.3*/7.5* 
 

7.4*/8.0* 

Note. Bold indicates that both metrics significantly overlap at the top and bottom. 

*p < 0.05. 

atypicality, we divide the predicted ideas into three cate- 

gories: top 25% of predicted ideas (to retain), bottom 25% of 

predicted ideas (to screen out), remaining predicted ideas. 

Then, we compare the intersections between the top and 

bottom 25% of predicted ideas by all four predictors. 

Table 5 contains the results for overlap at the top 

(select) and bottom (screen). By chance, the pairwise 

overlap in sets classified by any two predictors would be 

25% × 25% =6.25%. The pairwise overlap between the 
three theory-based predictors, word colocation, inspira- 
tion redundancy, and topic atypicality, indicates that no 

pair significantly overlaps at the top and bottom. This 

additional result confirms that the three theory-based 
predictors are unique, each capturing different dimen- 
sions of what experts consider to be good ideas. So they 
are complementary. On the other hand, the ideas classi- 

fied by word atypicality overlap significantly with each of 
the three original models at the top and bottom. This 

result confirms that, even though word atypicality is par- 

simonious, it partly captures dimensions that are unique to 
the three theory-based predictors. Thus, it is a substi- tute 
to the theory-based predictors. 

 

7. Managerial Relevance 
The key to applicability of a model is its relevance for 

managers. To address this issue, we carry out four addi- 

tional analyses: screening ideas without losing winners 

(Section 7.1), a new 22nd contest with multiple internal 

and external ratings (Section 7.2), and the relationship 

between theory-based predictors and managerial ratings 

(Section 7.3). Details of each of these analyses follow. 

 

7.1. Two-Step Approach 
The goal of the two-step approach is to screen out the 

worst ideas without losing a winner. Step 1 scores each 

Table 6. Best Performing Model in Two-Step Analysis 

idea within each contest on a simple heuristic and screens 

out ideas that score the lowest. Step 2 runs the best 

predictive model from Table 4 on the reduced cor- pus of 

ideas. 

 
7.1.1. Summary of Step 1. Details can be found in Web 

Appendix 11. We rank-order all ideas on one or more 

predictors. We test one predictor at a time or combina- 

tions of two or three predictors from the 14 predictors in 

Table 2. We then screen out ideas that fall below a 

threshold to reduce noise in the corpus of ideas. In the 

case of one predictor, we screen out the worst ideas on 

that predictor. In the case of two predictors, we screen 

out the worst ideas on the rankings of both predictors 

(i.e., the bottom intersection of two rankings of ideas). In 

the case of three predictors, we screen out the worst 

ideas on the rankings of all three predictors (i.e., the bot- 

tom intersection of three rankings of ideas). Testing one 

predictor at a time requires 14 runs. Testing two predic- 

tors at a time requires 91 runs. Testing three predictors at 

a time requires 364 runs. In total, this ranking exercise 

requires 469 runs. We also test various thresholds for 

screening out from 5% to 35% of ideas in increments of 

5%. This exercise then grows to 3,283 runs (7 thresholds 

× 469 runs). 

7.1.2. Summary of Step 2. On this reduced corpus of 

ideas, we run our standard out-of-sample LASSO regres- 

sion from Section 5. For this step, we test all eight model 

specifications in Table 4. 

7.1.3. Results. Table 6 shows the results of the two-step 

approach. After extensive testing, pairs of predictors work 

better than single predictors or three predictors. For pairs, 

the best results occur when using word count and 

 
 

First step 

(best of 105 possible pairs of first five 

models from Table 5) 

 
Second step 

(best of all eight models from Table 5) 

 
Percentage screened before 

losing winner 

Topic  atypicality  and word count Word colocation 21 

Notes. First step: screen out ideas in bottom 25% according to both predictors. Second step: LASSO with predictors listed in 
second column. 
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(SZG) 

Naïve model Word count 0.07* 0.15* 0.10* 

Note. TN, Toubia and Netzer (2017); SZG, Stephen et al. (2016); BP, Berger and Packard (2018). *p < 0.05. 

 
topic atypicality and a threshold of 25%. Thus, these two 

predictors reveal enough information about the content of 

ideas to screen out those that merely add noise. Prior to 

this, managers knew that the corpus of ideas contained a lot 

of junk but did not have a simple way to screen that out. 

Step 1 does not sacrifice any winners when screening out 

the bottom ranked 8% of ideas. By comparison, word count 

as a naïve benchmark, sacrifices two winners when 

screening out the bottom 8% of ideas. Thus, whereas 

word count is simpler, in this context, it per- forms less 

well for managers whose cost function for sacrificing 

winners is steep. In step 2, word colocation performs best 

of the eight model specifications in Table 4. Step 2 screens 

out the bottom ranked 13% of ideas in addition to those 

screened out in step 1. Both steps together yield a 

screening rate of approximately 21% without sacrificing a 

single winner. 

The code to run the two-step approach is in Web 
Appendix 14. 

 
7.2. Relationship of Theory-Based Predictors to 

Managerial Ratings 
Theory-based models are most relevant for managers if 

they relate to managers’ own ratings of ideas. We draw 

on additional information available in the corpus of ideas’ 

ratings to identify any such relationship. In each contest, 

experts rated ideas on various dimensions that differ 

among contests on a five-point scale from very low to 

very high. For 11 contests (see Web Appendix 4 for 

details), we possess information on ideas’ ratings on these 

dimensions. Managers consider three dimensions relevant 

in six or more contests: innovativeness of idea (643 ideas), 

communication of idea (483 ideas), and sales potential (641 

ideas). 

The cells in Table 7 show Pearson correlation coeffi- 

cients between each of the theory-based models plus word 

count in rows and ratings of managers in columns on 

selected dimensions. Word colocation correlates highest 
with innovativeness of an idea (r:—0.12, p < 0.05). Word 
atypicality correlates highest with the communication of 

idea  (r: —0.31,  p < 0.05)  and  sales  potential  (r:—0.19,  p < 
0.05). Inspiration redundancy correlates with innova- 
tiveness (r: —0.08, p < 0.05) and sales potential (r: — 0.08, 
p < 0.05). The  naïve  word  count correlates with   each 
dimension (r (innovativeness of idea):—0.07, p < 0.05; r 

(communication of idea): 0.15, p < 0.05; r (sales poten- 
tial):  0.10,  p < 0.05).  Overall,  selected  dimensions  of 
managerial ratings correlate almost twice as highly with 

theory-based predictors than with naïve word count. 

 
7.3. Application to a New Client 
A new, large consumer goods client of Hyve provided a 

new contest of 2,947 ideas for evaluation. Internal exp- 

erts from the company evaluate all ideas in an extensive 

process and shortlist 54 ideas. From these 54 ideas they 

select five ideas for funding, which we call winners. 

After the internal evaluation, the division head feels 
that the company could make even better use of the con- 

test’s ideas. The company pays Hyve to reevaluate all 
ideas and to select any number of ideas the experts con- 

sider to be good. Hyve’s experts shortlist 1,125 ideas. 

Hyve’s experts had no knowledge of the ideas selected by 
the internal experts, so both evaluations are independent. 

We apply our AI models to screen ideas for this con- 

test. We test all eight model specifications from Table 4 

out of sample. We report the AUC, optimal screening rate, 

and percentage of ideas screened before sacrificing a 

winner. 

Table 8 shows the results. The AUC for the model with 

all predictors is 0.72, as with that obtained from the pooled 

21 contests. The model specification with only word 

atypicality screens out 61% of all ideas, sacrificing 24% of 

shortlisted ideas. The same model specification also 

screens out 62% of all ideas without sacrificing any one of 

the five winners. Screening out 62% of ideas with- out 

losing a winner in this 22nd contest is much higher than is 

possible for the prior pooled 21 contests (Table 4). This 

improvement in performance is perhaps because the 

number of ideas in this 22nd contest is much higher 

 

Table 7. Managerial Relevance of the Theory’s Metrics  

  Managerial dimensions  

 Innovativeness of Communication quality Sales potential 

 idea (643 ideas) of idea (483 ideas) (641 ideas) 

Source theory Metric  Pearson correlation coefficients  

Word colocation (TN) Kolmogorov–Smirnov —0.12* —0.22* —0.04 
Topic atypicality (BP) Peer deviation LDA 0.03 —0.03 0.02 

Word atypicality Peer deviation Jaccard —0.07* —0.31* —0.19* 

Inspiration redundancy Clustering coefficient —0.08* 0.03 —0.08* 
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Table 8. Out-of-Sample: Predictors Included in Models: Internal Contest 
 

Dependent variable 

 
Models 

Shortlist 

Optimal screening rate/% of good ideas 

screened out at optimal screening rate 

Winner  Percent 

screened before 

sacrificing a winner, %a 

Word colocation only (TN original) 37/15 44 
Topic atypicality only (BP original) 11/4 5 

Inspiration redundancy only (SZG original) Unavailable — 
Word atypicality only (this study) 61/24 62 
Word atypicality (Google corpus) 59/22 69 
Word count only (naïve) 58/24 67 
Model with three theoretical predictors 11/4 8 

(word colocation, topic atypicality,   

inspiration redundancy) 

Model with  all predictors  (see Table 2) 61/24 62 

Note. TN, Toubia and Netzer (2017); SZG = Stephen et al. (2016); BP, Berger and Packard (2018). 

 

and the percentage of winners much lower than in any 
prior contest. 

Importantly, in comparison with our models, Hyve’s 

experts screen out 62% of all ideas, sacrificing four of five 
winners. This application provides preliminary evi- dence 
that the proposed model not only does well, but it does 

better than external experts. If subsequent research 

supports this finding, this means that innovation man- 
agers and scientists soon have a low-cost tool that can 
replace work that nowadays is often outsourced to 

externals such as Amazon MTurk workers or that can- not 
be done properly at all, for example, because of con- 
fidentiality reasons. Because its predictors come from 

theory and are clearly defined, the results of the model 
are more transparent and explainable than are ratings of 
experts. 

 
7.4. Recommendation  Scheme  for   Managers Figure 

2 provides an overview of our recommendations to 
managers. If managers seek to avoid losing winners in 

return for lower screening efficiency, they should use the 
two-step approach (see Web Appendix 14 for code to run 

the two-step approach). If, instead, they focus on 
decreasing effort evaluating numerous ideas, they should 
use LASSO based on various metrics to generate the ISE 

curve (see Web Appendices 13 and 15 for code to do the 
LASSO and the ISE curve, respectively). The simplest 

predictor is word count, which has almost the same accu- 
racy as other predictors. It screens out ideas that are short. 

However, word count is easy to game. If ideators know 
that is the rule, they can write ideas that are long and 
wordy. If managers are willing to invest a little extra effort 

for interpretable results, they should use one of two 
 

Figure 2. (Color online) Recommendation Scheme for Managers to Screen Ideas 
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predictors: (1) word atypicality, which screens out atypi- cal 

ideas and keeps inclusive and rich ideas, or (2) word 

colocation, which retains ideas that use novel words. If 

managers want the best screening to reduce the time and 

effort of experts, they should implement a model with all 

14 predictors. We presented our results to innovation 

managers who typically preferred more screening effi- 

ciency (word atypicality); Web Appendix 12 contains 

procedure and results. 
 

8. Discussion 
Crowdsourcing generates up to thousands of ideas per 

contest. The selection of best ideas is costly because of 

the limited number, objectivity, and attention of experts. 

Using a data set of 21 crowdsourcing contests that include 

4,191 ideas, we test how AI can assist experts in screening 

ideas. 
 

8.1. Summary of Results and Contribution 

This study has three major findings. First, whereas even 

the best previously published theory-based models can- 

not mimic human experts in choosing the best ideas, a 

simple model using LASSO can efficiently screen out ideas 

considered bad by experts. In an additional 22nd hold-out 

contest with internal and external experts, the simple 

model does better than external experts in pre- dicting 

the ideas selected by internal experts. Second, the 

authors develop an idea screening efficiency curve that 

trades off the false negative rate against the total 

ideas screened. Managers can choose the desired point 
on this curve given their loss function. The best model 

specification can screen out 44% of ideas, sacrificing 
only 14% of good ideas. Alternatively, for those unwill- 
ing to lose any winners, a novel two-step approach 

screens out 21% of ideas without sacrificing a single first 
place winner. Third, a new predictor, word atypicality, 

is simple and efficient in screening. Theoretically, this 

predictor screens out atypical ideas and keeps inclusive 

and rich ideas. These three findings provide methodolog- 

ical, substantive, and managerial contributions respec- tively 

to the literature on ideation. 

 

8.2. Questions and Answers 
We now answer questions raised by this research. 

First, why does AI do better in screening bad ideas than 

selecting winners? We suggest three possible rea- sons. 

One, our contests are blessed with rich data consist- ing of 

many long ideas. Word atypicality works by screening out 

short, poorly developed ideas with unique words that may 

not relate to the client’s problem. Two, we derive the 

semantic network based on Google Search results of the 

first 50 results pages when typing in the contest topic 

(Toubia and Netzer 2017). Words from the contest 

description may have central positions in the semantic 

network. Thus, typical ideas tend to be more 

“on topic” than atypical ideas. Three, experts prefer com- 
plete, elaborated, and detailed idea descriptions (Bese- mer 

and Treffinger 1981, Dean et al. 2006) potentially because 
details facilitate knowledgeable experts to assess idea quality 
(Sukhov et al. 2021). 

Second, can AI replace humans in ideation? At the 
current stage of assessing ideas, AI cannot fully or even 
partially substitute for human experts. However, AI can 

assist humans, such as the platform’s managers, by 
screening out bad ideas (level 1 of AI in ideation), thereby 

reducing humans’ cognitive load and helping them focus 

on the good ideas. The current study is a first step to 
narrow the ideation funnel early on. Yet, as research 
advances and additional models bring in uni- que and 
helpful perspectives, research may develop models to 

select the best ideas (level 2 of AI in ideation) or even to 
automatically generate outstanding ideas (level 3 of AI in 

ideation). 
Third, how does LASSO compare with multiarmed 

bandits? Prior methods from computer science deal 
with distinguishing good from bad ideas based on 

model fitting on massive data. One important example 

is the use of multiarmed bandits (e.g., Jain and Jamieson 
2018, Jamieson and Jain 2018, Fiez et al. 2019, Auer 

2002), which deals with efficiently allocating evalua- tions 
across ideas (arms) to get the most learning done. 
Whereas evaluations are easy and cheap in settings in 
which lay people can form opinions quickly, for exam- ple,  
liking  of designs,  they  are  costly  in settings  with 

scarce experts. In such settings, our approach uses the- 

ory to understand the underlying patterns of expert 

judgments. In fact, the strength of theory-based predic- 

tors is to screen out bad ideas. So contest managers can 

first use our theory-based predictors to reduce the num- 

ber of ideas for experts to judge. 

Fourth, why does AI fare much better in the context 
of chess, face recognition, and even music (e.g., Berger 

and Packard 2018) than in ideation? Chess has fixed pre- 
cise rules for movement of pieces, very clear payoffs, 

and one goal, which enables models to find the best 

move by elimination of alternatives. Face recognition 
inputs millions of faces, which lets models identify a few 

patterns. Music has a finite number of characteris- tics 
and patterns that models can easily pick up. In con- trast, 
ideation has a few winners characterized by a vast number 
of opaque dimensions. 

 

8.3. Limitations and Future Research 
This study has limitations that future research may fruit- 
fully address. First, as with all such contests, our contests 

suffer from survival bias: firms do not commercialize ideas 
that were not shortlisted. So one never knows their 

market success. However, using real expert evaluators 
from companies goes further than prior studies (e.g., Ste- 
phen et al. 2016, Toubia and Netzer 2017). Second, there 
could  be  a  common  bias  among  experts  and  AI. For 
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example, both might be biased by ideas that are de- 
scribed more clearly, more eloquently, and with love for 
detail. We cannot tell based on the data at hand. Third, 

because we use AI-based approaches based on text 

complemented by inspiration redundancy (Stephen et 
al. 2016), we do not include additional information, for 
example, from images (we exclude design contests), 
behavioral data, or background information about the 
ideators, in our analysis. Fourth, during the 

screening  process, experts often refine ideas.  Whereas 

the raw idea 
might be unattractive per se, the refined ones might be 
innovative. Our screening approach is performed at the end 
of the ideation contests. We do not know and can cer- tainly 
not rule out whether ideas that were screened out by the 
experts during the screening process could have 

been refined to make them innovative in later stages of 
the new product development process. Fifth, in line with 

Amatriain X, Lathia N, Pujol JM, Kwak H, Oliver N (2009) The wis- dom 

of the few: A collaborative filtering approach based on 

expert opinions from the web. Proc. 32nd Internat. SCM SIGIR 
Conf., 532–539. 

 
Auer P (2002) Using confidence bounds for exploitation-exploration 

trade-offs. J. Machine Learn. Res. 3:397–422. 

Bayus BL (2013) Crowdsourcing new product ideas over time: An analy- sis of 

the Dell Ideastorm community. Management Sci. 59(1):226–244. Berger J, 

Humphreys A, Ludwig S, Moe WW, Netzer O, Schweidel DA (2020) 

Uniting the tribes: Using text for marketing insight. 

J. Marketing 84(1):1–25. 
Berger J, Packard G (2018) Are atypical things more popular? Psych. 

Sci. 29(7):1178–1184. 
Berlyne DE (1970) Novelty, complexity, and hedonic value. Percep- tion 

Psychophysics 8:279–286. 

Besemer SP, Treffinger DJ (1981) Analysis of creative products: Review 

and synthesis. J. Creative Behav. 15(3):158–178. 

Bilalic´ M, McLeod P, Gobet F (2008) Inflexibility of experts—Reality or 
myth? Quantifying the Einstellung effect in chess masters. 

Cognitive Psych. 56(2):73–102. 

some studies from Toubia and Netzer (2017), we assume Bishop CM (2006) Pattern Recognition and Machine Learning (Springer). 

ideas to be good if experts from Hyve’s clients selected 
them to be presented to a jury of decision makers. As 
such, our approach mimics the unknown decision criteria 
these human experts implicitly apply. Whereas using data 

from various contests shields our results to some degree 

against idiosyncrasies of a specific data set, we cannot 
rule out that our models and the experts might be biased in 

the same way. Therefore, our models can assist human 
experts in what they would be doing otherwise 
themselves, but we cannot make the claim that our mod- 

els necessarily identify the best or most innovative ideas. 
Ideally, the best approach to identify the best ideas would 

be to develop each idea into a new product and to test its 
success in real markets. However, in the context of thou- 
sands of ideas, many of which are poorly developed 

and/or similar to others, this approach is prohibitively 
expensive and practically infeasible. 

 

Endnotes 
1 We attempt to operationalize the theoretical models in the same 

way as the published research when possible, but in some cases, our 

implementation differs slightly because of context. 

2 The LDA  inference algorithm we use is  from Hoffman et  al. (2010) 

through the Python package Gensim (Rehurek 2011).  This algorithm 

uses variational Bayes, in which the γn(l Wi)s parameterize the distribu- tion 
approximating the posterior over “per-document topic weights.” 

3 This concern is not relevant in the experimental approach by Ste- 

phen et al. (2016) in which the ideators’ network position was 

induced by the experimental design, but it may become problematic in 

our study, which uses field data when the comment network evolves 

over time. Additionally, we use comments as a proxy for exposure, 

whereas the Stephen et al. (2016) paper uses real links between 

individuals. 
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